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1. Introduction.

For an almost periodic function fix') of one variable the 
following theorem is true: the function is periodic if and only 

if the set of all translated functions f (xh) is closed with respect 
to uniform convergence. As remarked by B. Jessen this can easily 
be proved directly from the structure definition of almost perio­
dicity; also for the corresponding theorem on almost periodic 
functions f (x1} x2, • • •, xm) in the m-dimensional space he 
has shown me such a proof.

The way in which one generalizes the word “periodic” when 
passing from 1 to m dimensions with this theorem is to what 
might be called “fully periodic”. Let f (xlf x2, • • ■, xm) be a 
continuous function of (aq, x2, • • •, xm). A vector (h1, h2, • • •, hm) 
is called a period vector of f (xlt x2, • ■ ‘, xm) if f(x1 + h1, 
x2 + h2, • • -, xm + hm) = f(xlt x2, • • -, xm) for all (x15 x2, ■ • -, 
xm). The set of all period vectors of f (xr, x2, • ■ ■, xm) is ob­
viously a closed module (a module being a set which with two 
points also contains their sum and difference). This module may 
consist of (0, 0, ■ • - , 0) only, and the function is not periodic 
at all. If the dimension of the module is equal to the dimension 
m of the space we call the function fully periodic. Our theorem 
for almost periodic functions of m variables can then be stated, 
such a function is fully periodic if and only if the set of all translated 
functions f (aq + 7ix, a'2 + h2, • • •, xm + is closed with respect 
to uniform convergence.

Jessen pul the problem to decide whether this theorem also 
holds for almost periodic functions of an infinite number of 
variables. It will turn out—as a result of this paper—that it does 
hold in verbally the same formulation, the word “fully periodic” 
needing of course an appropriate definition. Incidentally, we 
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shall gel another proof in llie 777-dimensional case Ilian the one 
referred lo above.

.1 Essex also remarked that if llie almost periodic function 
f (aq, aq, • • •) in question is limit-periodic, the theorem is true 
as a simple consequence of a residí of II. Bohr [2], [3] obtained 
in connection with a study of certain classes of almost periodic 
functions (see 4, and 6, p. 12 of the present paper). Bohr’s 
result concerned an infinite system of linear congruences

rnLæl + 7’n2æ2+------°n (m°d 1 ) , 11 = 1,2, • • • 

with infinitely many real variables aq, aq, ' • • and rational coef­
ficients. It was later on generalized by Boiir and Følner [4] to 
arbitrary coefficients, and this generalization will be a tool for 
the proof of the general case of our theorem.

2. Almost Periodic Functions of Infinitely Many Variables.

We start with recalling that an almost periodic function 
/'(aq.aq, • ■ ■) of an infinite number of real variables aq, aq, • • -1 
can be characterized as a (complex-valued) function, defined on 
the space 9i°° of points a? = (aq, aq, ■ • ■), which can be uniformly 
approximated by trigonometric polynomials

e 2.'7Z(</1 .Tj + a2 x2

The space 9ix is topologized in the following way. A sequence 
of points is said to converge towards ar, if a’" -> aq, a2l —> aq, • • •. 
Thus every trigonometric polynomial, and hence also every almost 
periodic function is continuous on 9t .

The exponent vectors («", a£, • ■ •, a” , 0, 0, • • • ) in the 
trigonometric polynomial above have zeros on all coordinate 
places from a certain number. We define the space 91^, as the 
set of all vectors ft — (als a2, ’ ’ •) with zeros on all coordinate 
places from a certain number (depending on the point), and so 
the exponent vectors can be said lo belong to 9tx . The inner

1 S. Bochner [1], 
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product fliæx + o2.r2 + ’ ' ‘ between a vector a = (cq, a2, • • •) 
from and a vector ae = (aq, ,r2, • • •) from is denoted 
by ff ar*.  The trigonometric polynomial above may then be 
written

1 2nian'JC / n ryicn e (a £ , w £ -h ).

To every almost periodic function f (jc) is associated a unique 
Fourier series

r / \ 7 i 2ni an •.»/(æ)~ Ane

To the translated function f (,jc — h) is associated the Fourier 
scries

z-z i / \ \ ' i 2nian • h 2yiian • jc

A necessary and sufficient condition for a sequence of translated 
functions /'(ac — Ax),/’(a*  ■ Æ2), • • • to converge uniformly to 
the (co ipso) almost periodic function g (a?) is that the Fourier 
series of f (jc + //") converge formally to the Fourier series of 
g (ar*) . Therefore the necessary and sufficient condition for the 
set of all translated functions /’(ar*  + h ) to be closed is that the 
set of points

2 ti i a1 • he
2 71 i rt 2 • he

where // runs through all vectors in be closed in 9f°° or 
what comes to the same thing—that the module of points

(tl h 1 0
a? li 0 1

' + zi + Z2

where // runs through all vectors in 9Ï00 and ilt i2,‘' ' through 
all integers, be closed in 1R00 .
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3. Closed Modules and Substitutions in fli00.

Let x2, • • •) — f (ar) be a continuous function on 91°° . 
A vector /# = (hlf h2, • • •) is called a period vector of f (jc) if 
f (je ~ h) — f(æ) for all points æ. The set of all period vectors of 
f (jr) is obviously a closed module in 9i ’ . If it is not contained 
in any proper vector-subspace (i. e. closed linear subset1) of 9tx 
the function f (a?) is called fully periodic.

As a general example of a fully periodic function we consider 
an almost periodic function

P / _\ \ 7 a 2 z an • ar'4,'e

which is periodic with the period 1 in all the coordinates 
x15 x2, • • • or—what comes to the same thing—a function which 
has all integral points as period vectors. Expressed as a properly 
of the Fourier series this means that all the exponent vectors 
an arc integral vectors.

In the previously cited paper [4]—and in more detail in [5]— 
a structure theorem for closed modules in 9i°° was obtained. 
Incidentally, let me remark that this was done by introducing a 
suitable convergence notion in 9lx to the effect that a duality 
look place between the closed modules in 9t°° and the closed 
modules in . To formulate the structure theorem we have to 
introduce the notion of “substitution” in 9l°° . By this is under­
stood a linear transformation ar = Tf/ of the form

æi = aiiJ7i + «12 J/2 + • • • + aip^ 
æ2 = «21171 + «221/2 + • • • + «2n Up2 3

which establishes a one-to-one mapping of the whole
infinite-dimensional space on the whole infinite-dimensional 
space. It turns out to be the same as a linear, bicontinuous, 
one-to-one mapping of 9t°° onto itself. The structure theorem 
now runs as follows.

1 A linear set in 9!^ need not be closed as is the case in the m-dimensional 
space. For instance the points in form a linear subset of 9Ï00 and its closure 
is the whole 9t°°.
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Structure theorem. A closed module in the infinite-dimensional 
space St00 is a point set E which by a substitution can be trans­
formed into a point set of a special form, namely a point set 
[(x1,a?2, - ‘ ■)! of the following structure: The indices 1, 2, • • •, n,• • • 
can be divided into three fixed classes , }ns}, \7h/’ such that the 
coordinates xn independently run through all numbers, and the 
coordinates xn independently run through all integers, while all 
the remaining coordinates xU( are constantly zero. Conversely, each 
such point set E is a closed module.

The vector-subspaces (i. e. closed linear subsets) of ÏÏi00 are 
of course characterized by an empty class {ns}.

That a closed module is not contained in any proper vector­
subspace of as is the demand to the period module of a 
fully periodic function—means that it has an empty class (nJ or, 
what is equivalent, that there exists a transformed set which con­
tains all integral points.

If f (æ) is an almost periodic function on 9tx and we subject 
oc to the substitution oc = iy, then the transformed function 
/W) is an almost periodic function of y in 91°°. In fact, a 
trigonometric polynomial in jc will be transformed into a trigono­
metric polynomial in y by this process, and, to complete the 
reasoning, \ f (pc)— s(ac)|<£ for all jc means the same as 

<£ for all y. Furthermore, if f (pc) has the 
Fourier series

(1)

then f(Tij) has the formally transformed Fourier series 

(2) 

where bn is determined by f(n • Ty = bn ■ y.1 To see this, let sn (jc) 
be a sequence of trigonometric polynomials which converges 
uniformly to f (•**)•  It will converge formally to the Fourier 
series (1), and therefore the sequence sn(Tf/) of trigonometric 

1 Incidentally we remark that the bn’s are obtained from the «n’s by a 
“substitution” T* in T* being the “adjoint substitution” of T (see [5]).
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polynomials in // converging uniformly to f{Ty) will converge 
formally to the series (2), which must therefore be the Fourier 
series of /'{Ty).

Obviously, a period vector // of / (•**)  is transformed into a 
period vector /.• (// = T/* ’) of the function f {Ty).

Il follows from what has been said that a necessary and 
sufficient condition for an almost periodic function /’(ac) to be 
fully periodic is that there exists a substitution jc = Ty such 
that f {Ty) is periodic with the period 1 in all the coordinates 

z/2, or—what comes to the same thing—that all the
Fourier exponent vectors of f {Ty) are integral.

4. Infinitely Many Linear Congruences with 
Infinitely Many Variables.

We consider an arbitrary enumerable system of linear con­
gruences with an enumerable number of real variables

flnæi + a^^-------- H«inixni = (mod 1)
(3) rz21æ1 + a22x2 + • • • + «2n2 xn2 — ^2 (mod 1)

or, briefly written,

where every congruence only contains a finite number of variables 
and the as and the 0’s are arbitrary (real) numbers. By tcj we 
denote the module of points (015O2, ’ ’’) m f°r which the 
corresponding infinite system (3) has a solution, and by tt2 the 
module of points (01? 02, ’ ‘ f°r which any finite subsystem of 
(3) has a solution. The result of Bonn referred to in 1 was that 
in case of rational as a necessary and sufficient condition on the 
linear forms in (3) in order that = %2 there
exists a substitution jc = in which transforms them into 
linear forms with integral coefficients. The generalization in [4] of 
this result is that without the said restriction of rationalitv on 
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the «’s a necessary and sufficient condition on the linear forms in 
(3) in order that tcj = rr2 Mrzf there exists a substitution in 31°° 
which transforms them into a system of linear forms of a certain 
simple type, denoted by S. By a system of linear forms of the 
type S we understand a system where certain of the variables 
(finite or infinite in number) have mere integral coefficients 
while each of the remaining variables (finite or infinite in number) 
necessarily becomes 0 if for a sufficiently large m one solves 
the m first “zero-congruences” corresponding to the linear forms,
i. e. the congruences (3) with = 02 = • • • =0.

By the proof of this theorem the structure theorem for closed 
modules in 3tx played an important role.

5. Modules in the //¿-dimensional Space.

The duality between 31°° and 9!^ loosely referred to above 
has its simpler origin in a duality considered by M. Riesz [6] 
between two m-dimensional spaces Rm — ((æ1,æ2, ’ ' an(i
Rm — {(«i, a2, • ' «m)y- Since we shall use it in our proof we
shall state this duality explicitly1. To an arbitrary module M in 
Rni Riesz considers the point set in (the oilier space) Rm con­
sisting of all points (t = (a1, a.2, ■ ■ - , am) from this latter Rm 
for which

ft - jc — a1x1 + a2.r2 + • • • + amxm = 0 (mod 1)

for every point or = (.r1,x2, • .rm) from M. This point set is 
a closed module in Rm and is called the dual module of M. We 
denote it by M'. If we repeat the operation of passing to the 
dual module we gel a closed module M" = (M)’ in (the original 
space) Rm. The relation between M and M' appears from the 
following important theorem.

Riesz’s theorem. If M is an arbitrary module in Rm, the dual 
M" of its dual module M is the closure M of M, i. e.

M" = M.

Before passing to the real proof of our theorem on almost 
periodic functions of infinitely many variables we shall make a

1 For the proofs, see [5].
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simple, and rather obvious, remark about the type of module M 
which is obtained by placing subspaces of the same dimension 
V < m through all integral points in Rm and parallel to the same 
vector-subspace R of dimension v, i. e. the module obtained by 
adding to the points in R all integral points in Rni. Our statement 
is that the largest vector-space contained in M1 is R. This follows, 
by an indirect reasoning, from the fact that a usual space of 
dimension > 0 contains more than an enumerable number of 
points.

6. Proof of the Theorem.

We repeat the theorem to be proved.
Theorem. An almost periodic function f (pc) = f(x1}x2, ■•■) 

of an infinite number of variables is fully periodic2 if and only if 
the set of translated functions f (pc h) = f (aq — hlt ,r2 + h2, • • •) 
is closed with respect to uniform convergence.

It is plain that this theorem contains the analogous theorem 
on almost periodic functions of a finite number of variables as 
a special case.

1. The one part of the theorem is easily dealt with. Let f (æ) 
be a fully periodic function. In order to show that the set of 
translated functions f (pc + /#) is closed we choose a substitution 
jc = Ty such that the transformed function f(Ty) = g (y) = 
9 (l/i> i/2> * " ') is periodic with the period 1 in all the coordinates 
y 1,1/2, (see end of 3). Let h1, Ji2, be a sequence of
vectors such that f(jc + kn) converges uniformly to a function 
d(pc). We have to show that d (a?) is equal to a translated 
function f (pc ~r /*)•  Let kn be the corresponding points of hn by 
the substitution above, i. e. kn = Tkn. Then g (ykn) will 
converge uniformly to d ( Ty) = j (y). We only have to prove 
that j (y) — g (y + 7») for some /.’ since then d (pc) = j (T—1 .r) 
= g (T~].r + k) = g (T"~ajc + T~rk) = f (pc + //), where h is 
determined by h = Tk.

The function g (y) = g (ylt y2, • ••) is periodic with the 
period 1 in all the coordinates, so we may assume that our

1 The vector-space generated by all vector-spaces contained in M (which on 
account of the module property must be contained in M).

2 See 3.
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7¿n-poinls are all lying in the “periodicity parallelotope” 
0<z/1<l,0<z/2<l, This point set, however, is com­
pact in the sense that every sequence 7* 1, 1i~, • • • of points from 
this set has a subsequence which converges to a point of the 
set. As our 7.- we may take any such limit-point of the sequence
7.a, Ä’2, • • - , for on account of the continuity of g =
lim g (#/ + 7/!) = g (y - /<•), q. e. d.

2. We now pass to the more difficult part of the theorem. 
Let f (jt) be an almost periodic function for which the set of 
translated functions f (ac + 7t) is closed. Our task is to prove 
that f (a?) is fully periodic or, what comes to the same thing, 
that there exists a substitution x — T y such that the trans­
formed function f (Ty') has mere integral Fourier exponent 
vectors (see end of 3). If

then /(ïtf)

where the linear forms bn • y are obtained from the linear forms 
an,x by the substitution x = Ty. So we have to find a sub­
stitution T which transforms the linear forms an JC into linear 
forms with integral coefficients. For this purpose we consider 
the corresponding system of congruences

Let 7tx and %2 Te the modules defined in 4 corresponding to these 
congruences. Our assumption that the set of translated functions 
f (x + 7i) is closed is equivalent to being closed (see 2).

It is plain that Furthermore, the closure Cl (ti^) of
contains %2, Cl 2 n2. For the proof of this let (9X, 92, • • • ) 

be an arbitrary point from tt2. In order to approximate (9'[, 92,•• •) 
by a point from we solve the in first congruences in (4) for 
this choice of (9X, 92, • • •) and a “large” m. Let x° be a solution. 
Then (9”, 92, * * *,  ^m, <fm+l-x°, (fm + 2-x°, • • •) from will 
be a “good” approximation to (9X, 92, ■ • •) in . Since %x 
closed means Cl — %x, the relations

7T1 £ ^2 Cl (tTx)
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(5)

can show that the new system 
Let the new system of con-

- 0-2

has mere 
gruences be

b1 • //

the linear forms into a system of the type S. Our 
proof will be completed if we 

integral coefficients.

imply In case /'(•**)  is limit-periodic, i. c. all the
jr-vectors are rational, the theorem of Bohr stated in 4 therefore 
immediately completes the proof.

In the general case we conclude by the theorem of Bohr 
and Følner in 4 that there exists a substitution jc = which 
transforms

For an arbitrary m we consider the module of points (Oj, 02>‘ * 
0m) which is supplied by the m first congruences when // runs 
through all points in , and we wish to show that this module 
is closed in Rm. We assume to the contrary that it is not closed. 
Then there exists a point (0t, 02, • ■ 0m) which belongs to its
closure but not to the module itself. We choose a sequence #/' 
such that (bl-if, b2if, ■ - , b"1 • if) (0[, 0'.2, • ■ ■ 6'm) (mod 1) 
and next by the diagonal procedure a subsequence of if such 
that b,n + l-tf modulo 1 converges to a0^ + 1, 6m + 2 if modulo 1 
converges to a O'm + 2, etc., ad inf. The point (0\, 02, • • •) will 
then obviously belong to Cl (yiq) but not to (since not even 
the in first congruences can be fulfilled for this (0t, 02, •■■))• 
This is a contradiction since Cl (tkj) — Hence the module 
\(^i, 02, • • - , is closed. It will therefore be' sufficient to 
prove that if the system of linear forms in (5) has not mere 
integral coefficients, then the module cannot be closed for all in.

To fix the matter assume for instance that the first column 
in our system of linear forms be not integral. The properly of 
a system of linear forms of the type S (see 4) then implies that 
the variable y1 necessarily becomes 0 if for a sufficiently large 
in one solves the m first “zero-congruences” corresponding to the 
linear forms, i. e. the congruences (5) with 0± = 02 — • • ■ = 0. 
Let m be chosen in this way. We shall then show that the module 
M = {(öi, 02> ’ ’ ’An)} supplied by the in first congruences is not 
closed. To do this we write the in first congruences in (5) more 
fully as
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¿1171 + ¿12 72 + ■ • • + ¿m7n = °1

¿21.71 + ¿22.72 + • • • + ¿2n7n = °2

bm 1.71 “H ¿m2.72 "T ’ ’ ‘ T ¿mn 7n == bm •

The column vectors in this system span a vector-space R of
points

¿U ¿12 ¿in
¿21 ¿22 ¿2H

IR • + 72 ■ > + ' • +Un

¿ml ¿m2 bmn

where y2, ■ yn run through all numbers. Let its dimension 
be V. The property that y1 necessarily becomes zero by solution 
of the zero-congruences has then as geometrical consequence 
that the dimension of the lattice of integral points in 7? is < r — 1 
(i. e. smaller than the dimension of /?), for by the first properly 
all integral points in R have to lie in the vector-subspace

¿12 bln
¿22

72’ '+ • • • +yn

¿m2 b mn

and the point
’¿h 
¿21

has to lie outside this subspace1. The module M is obtained by 
adding to the points in R all integral points in Rin. Denoting the 
module of integral points in Rm

1 In fact, if the point lav in the subspace we could even solve the zero- 
equations with an arbitrarily chosen yT.
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h 1 0 0

> =

0

> "4“ 2 <
1

■+•••+ im <

0

0 0 1

by I we may write this
3/ = R 4- /.

In 5 we have seen that the largest vector-subspace in M is R. 
We now show that the closure M of M contains a larger vector­
subspace, i. e. a space of dimension > v + 1 . Then M must be 
different from Jf, and M cannot be closed as we had to prove.

We pass to the dual module M of M (see 5) which obviously 
consists of all integral points (klf k2, • • •, kin) in Rm that are 
orthogonal to R (for (k-¡ ,k2,---, kni) -(0,0, • • •,0,1,0, • • • 0) = 0

12 r m
means kr integral, and (Á\, k2, • •-, km~) ■ yr (bir, b2r, bmr) 
= 0 for all yr means (/q, k2, ■ km)-(blr, b2r, ■ ■ - , bmr) = 0).

The vector-space R*  of arbitrary points in Rm which are 
orthogonal to R has the dimension m— v. Suppose that the 
module M Q R*  had the same dimension; then R could be 
characterized as the orthogonal vector-space to the module 
M'. But M' consists of integral points, so in particular a generating 
system 71, 72, • •-, 7m 1 is integral. Hence R would be the set 
of points ar satisfying

71 • ar = 0
72 ar = 0

¡m — v „ ../ • ar = 0.

Solving algebraically we should get

æ = tip1 + t2p2 + ■ • • + trp

with linearly independent integral vectors. J»1,/i2, • •, p' and 
tlf t2, ' ‘ > t running through all numbers; and this contradicts 
the fact that the lattice of integral points in R has at most the 
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dimension v — 1. The argument therefore shows that the lattice
M has at most the dimension in — v — 1.

To complete the proof we use Riesz’s theorem (see o) ac­
cording to which M = (Af)'. Since M' is a lattice of dimension 
at most m — v — 1, the largest vector-subspace in M has at least 
the dimension m — (n? — v ■— 1) = v + 1 (for if M is of dimen­
sion s, its orthogonal space is of dimension m — s and this 
orthogonal space is obviously contained in the dual module 
(M ) = M). This proves our theorem.
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